Learning the Semantics of Discrete Random Variables: Ordinal or Categorical?
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Abstract

When specifying a probabilistic model of data, the form of the model will typically depend on the spaces in which random variables take their values. In particular, different probability distributions are appropriate for continuous, discrete and binary data. As we respond to ever increasing quantities of data, with increasingly more automatic data analysis techniques, it is necessary to identify these different types of data automatically. While it is trivial to create concise logical rules to distinguish between many different types of data, this cannot be said for choosing between categorical and ordinal data, let alone inferring the ordering. We present some first attempts at this problem and evaluate their performance empirically.

1 Introduction

Many data analytic procedures depend on whether data are binary, categorical, ordinal, continuous or otherwise. On small datasets this information is typically ‘obvious’ or known. However, as we respond to ever increasing quantities of data with increasingly sophisticated automatic data analysis techniques [e.g. 15, 11, 3, 14, 6, 10] it will be necessary to automatically identify different data types. While it is trivial to distinguish between binary and other discrete variables automatically (by counting the unique values) it is impossible to tell the difference between categorical and ordinal data in isolation. Knowing when data is ordinal allows one to develop data analysis techniques with improved performance over their categorical counterparts [e.g. 2].

We propose two Bayesian methods for identifying whether data is categorical or ordinal and to infer the true ordering of the variables when the data is ordinal. This latter operation is performed by an exhaustive search algorithm that attempts to find a particular permutation of the variables that maximizes the Bayesian model evidence. After this, our approach for discriminating between ordinal and categorical data is based on comparing the model evidence and the predictive test log-likelihood of ordinal and categorical models.

2 Probabilistic models for discrete random variables

Assume a dataset \( D = \{x_i, y_i\}_{i=1}^n \) of input vectors \( x_i \) and corresponding discrete labels \( y_i \), which may take \( L \) different values, i.e., \( y_i \in \mathcal{L} = \{v_1, \ldots, v_L\} \). We describe two probabilistic models for the conditional distribution \( p(y_i|x_i) \). Each model is based on a different semantic interpretation of the labels in \( \mathcal{L} \). The first one assumes an ordering relation for the labels. The second one does not.

\(^1\)Both authors contributed equally.
2.1 An ordinal regression model

We assume that there is an ordering among the labels, i.e., they can be ranked according to some criterion. For example, each data point in $D$ could represent a different patient in a hospital, with $x_i$ encoding the patient’s symptoms and $y_i$ encoding the severity of the patient’s condition, with $L = \{v_1 = \text{mild}, v_2 = \text{severe}, v_3 = \text{very mild}, v_4 = \text{very severe}\}$. In this case, there is a permutation $\sigma$ of $1, \ldots, L$ such that $v_{\sigma(1)} \leq \cdots \leq v_{\sigma(L)}$ is a sequence of labels correctly ordered according to their semantic meaning. Two valid permutations are then $\sigma_1 = (2, 3, 1, 4)$ and $\sigma_2 = (3, 2, 4, 1)$ that rank the labels from very mild to very severe and from very severe to very mild, respectively.

Given a valid permutation $\sigma$, we can then learn $p(y_i | x_i, \sigma)$ under the above setting using an ordinal regression model \cite{2, 13}. Under this model, the labels $y_i$ are generated from the corresponding input vectors $x_i$ as follows: First, a function $f$ is used to map the feature vectors $x_i$ to the real line, which is partitioned into $L$ contiguous intervals. Assume that $f(x_i)$ falls in the $k$-th interval. Then $y_i$ is fixed to take value $v_{\sigma(k)}$. Let $b_0 < \cdots < b_L$ be the boundaries of the $L$ intervals, where $b_0 = -\infty$ and $b_L = \infty$, and let $f_i = f(x_i)$. The likelihood for $f_i$ and $b = (b_1, \ldots, b_{L-1})$ given $y_i$ is then

$$p(y_i | f_i, b, \sigma) = \prod_{l=1}^{L-1} \Theta[\text{sign}(g(y_i)) - 0.5](f_i - b_l),$$

(1)

where $\Theta$ is the Heaviside step function and $g(y_i)$ returns the index of the value of $y_i$ in the ranking of the entries of $L$ specified by the permutation $\sigma$, i.e., if $y_i = y_j$ then $g(y_i) = g(j)$. \cite{14} takes value 1 when the following conditions are all met: a) $f_i$ falls in the $k$-th contiguous interval, b) $y_i$ takes value $v_{\sigma(k)}$, c) $b_0$ to $b_i(y_i)$ are all smaller than $f_i$, and d) $b_i(y_i) + 1$ to $b_L$ are all larger than $f_i$. Thus, \cite{14} allows to learn the boundary vector $b$ from the data \cite{13}. The prior for $b$ is 

$$p(b) = \prod_{l=1}^{L-1} N(b_l | m^0_l, v^0_l),$$

where we fix the mean parameters $m^0_1, \ldots, m^0_L$ to be on an uniform grid in the interval $[-6, 6]$, that is, if $L = 5$, we have $m^0_1, m^0_2 = (-4, -2, 2, 4)$, as recommended in \cite{8}. We fix a Gaussian process (GP) prior for $f$, i.e., $a priori f = (f_1, \ldots, f_n)$ follows the multivariate Gaussian distribution $p(f) = N(f | m, K)$, where the mean vector $m$ and the covariance matrix $K$ are obtained by evaluating the mean function and the covariance function of the GP on the feature vectors $x_1, \ldots, x_n$ \cite{9}. The posterior distribution for $f$ and $b$, $p(f, b | D, \sigma)$, is in general intractable. However, we can use expectation propagation (EP) to obtain an efficient Gaussian approximation \cite{7}. Let $q(f, b)$ be this approximation. The predictive distribution for the label $y_*$ of a new vector $x_*$ is approximated as

$$p(y_* | x_*, D) = \int p(y_* | f_*, b)p(f_* | f)p(f, b | D) \approx \int p(y_* | f_*, b)p(f_* | f)q(f, b)df b,$$

(2)

where $f_* = f(x_*)$ and $p(f_* | f)$ is the Gaussian process predictive distribution for $f_*$ given $f$ \cite{9}.

2.1.1 Learning the permutation $\sigma$

EP also approximates the model evidence, i.e., the normalization constant in $p(f, b | D)$ \cite{7}. For a fixed $\sigma$, we can then maximize this approximation with respect to the GP hyper-parameters (e.g., the length-scales and amplitudes of the covariance function). This can be done using a gradient ascent algorithm since EP also approximates the gradients of $p(D, \sigma)$ with respect to the GP hyper-parameters \cite{12}. This allows to select the optimal GP hyper-parameters \cite{11}. Let $\tilde{\sigma}(\sigma)$ be the value of the maximized approximation of the model evidence with respect to the GP hyper-parameters for a given permutation $\sigma$. We can infer the value of $\sigma$ that generates a valid ranking of the labels in $L$ by further maximizing $\tilde{\sigma}(\sigma)$ with respect to $\sigma$.

To maximize $\tilde{\sigma}(\sigma)$ we start with an initial permutation selected uniformly at random. After this, we generate all the possible $L(L-1)/2$ sets containing two elements from the set of integers $\{1, \ldots, L\}$ forming $\sigma$ and iterate as follows: First, for each set $\{i, j\}$ previously generated, we create a new permutation $\sigma_{i,j}$ by swapping the $i$-th and the $j$-th elements in $\sigma$. For each $\sigma_{i,j}$ we then compute the value of $\tilde{\sigma}(\sigma_{i,j})$. This step involves solving a maximization problem with respect to the GP hyper-parameters, where each step of the maximization process requires to run EP. After computing $\tilde{\sigma}(\sigma_{i,j})$ for all the possible pairs $\{i, j\}$, we set $\sigma$ to be the permutation $\sigma_{i,j}$ with the highest $\tilde{\sigma}(\sigma_{i,j})$ that is also larger than $\tilde{\sigma}(\sigma)$. When this condition is not met the algorithm stops. The corresponding pseudocode is shown in Algorithm \cite{11} Its cost is determined by the $L(L-1)/2$ iterations performed by the inner for loop. In practice, however, we expect $L$ to be small. Furthermore, the inner for loop can be trivially parallelized as shown in the pseudocode.
2.2 A multi-class classifier model

When there is no ordering among the entries in $L$, the data can be described by a multi-class Gaussian process classifier [5]. In this case, $y_i$ is given by $y_i = \arg \max_{i \in L} f_k(x_i)$, where $f_{v_1}, \ldots, f_{v_L}$ are unknown noisy latent functions that need to be estimated. Define $f = (f_{v_1}(x_1), f_{v_1}(x_2), \ldots, f_{v_1}(x_n), f_{v_2}(x_1), f_{v_2}(x_2), \ldots, f_{v_L}(x_n))^T$. The likelihood of $f$ given $y = (y_1, \ldots, y_n)^T$ and $X = (x_1, \ldots, x_n)^T$ is $p(y|X,f) = \prod_{i=1}^n \prod_{k \neq y_i} \Theta(f_{y_i}(x_i) - f_k(x_i))$. The prior for $f$ is set as a product of zero-mean GPs with covariance matrices $K_{v_1}, \ldots, K_{v_L}$, which are obtained by evaluating the covariance function of each GP on $x_1, \ldots, x_n$ [5]. Define $f_{v_i} = (f_{v_i}(x_1), \ldots, f_{v_i}(x_n))^T$ for each $v_i \in L$. The prior for $f$ is $p(f) = \prod_{i=1}^L \mathcal{N}(f_{v_i}|0, K_{v_i})$. The prior and the likelihood are combined to get the posterior $p(f|D) = p(y|X,f) p(f) / p(y|X)$. As in the previous model, this distribution is in general intractable. In [5] EP is used to obtain a Gaussian approximation. Let $q(f)$ be this approximation. The predictive distribution for $y_i$ is approximated as $p(y_i|x_i,D) \approx \int p(y_i|f_i) p(f_i|q(f)) df_i$, where $f_i = (f_{v_1}(x_i), \ldots, f_{v_L}(x_i))^T$, $p(f_i|q(f))$ is a Gaussian conditional distribution and $p(y_i|f_i) = \prod_{k \neq y_i} \Theta(f_{y_i}(x_i) - f_k(x_i))$. This approximate distribution can be computed by solving a one-dimensional numerical integral.

The hyper-parameters of each GP under a Gaussian covariance function, i.e., the length-scale, the amplitude and the additive Gaussian noise, can be found using gradient ascent. Specifically, EP also approximates in this case the gradients of $p(y|X)$ with respect to these parameters. This allows to select optimal hyper-parameters via type-II maximum likelihood, as in the previous model.

3 Experiments

In this section the models and algorithms described in Section 2 are evaluated on real-world data.

3.1 Accuracy of the exhaustive search algorithm

The accuracy of the search algorithm from Section 2.1.1 is evaluated in different ordinal regression problems in which the correct ordering is known beforehand. We generate several of these problems by taking standard regression problems from the UCI repository and then discretizing the target variables using equal-probability binning. In this case, the bins divide the range of target values into a number of contiguous intervals with the same empirical probabilities. We considered the datasets Boston Housing, Forest Fires, Auto MPG and Yacht Hydrodynamics. In all cases, we fix the number of labels $L$ to 5, except in Forest Fires, where we fix $L = 3$.

The accuracy of each method is computed in terms of the absolute value of Kendall’s tau correlation coefficient between the true ranking of the labels and the ranking discovered by our algorithm. Kendall’s tau is equal to the difference between the fractions of concordant and discordant pairs of labels, where two labels are concordant if the predicted ordering of the labels is the same as the correct ordering. A Kendall’s tau value of 1 means that the predicted ranking is the same as the
original one, while a value of -1 means that the predicted ranking is the opposite as the original one. Both results, 1 and -1, are equivalently good, as described in Section 2.1.

We consider ordinal regression models based on linear (OR-L) and squared exponential (OR-SE) covariance functions. Table 1 shows the average absolute value of Kendall’s tau obtained by each method across 50 random partitions of the data in training sets with 2/3 of the instances and test sets with the remaining 1/3. OR-L correctly identifies the true ordering in all cases except in the Forest Fires dataset. OR-SE is slightly less accurate in the Auto MPG dataset.

3.2 Accuracy in the identification of ordinal or categorical data

We also compare OR-L and OR-SE with the multi-class classifier (MC) described in Section 2.2 based on linear (MC-L) and squared exponential (MC-SE) covariance functions. We consider the ordinal regression tasks with known ordering described in Section 3.1 and four additional multi-class datasets from the UCI repository: Glass, Iris, New Thyroid, and Wine with 6, 3, 2 and 3 class labels, respectively. For each dataset, the data is split into training and test sets as in Section 3.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>OR-L</th>
<th>OR-SE</th>
<th>MC-L</th>
<th>MC-SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto</td>
<td>-0.228</td>
<td>-0.246</td>
<td>0.234</td>
<td>0.245</td>
</tr>
<tr>
<td>Boston</td>
<td>-0.349</td>
<td>-0.367</td>
<td>0.363</td>
<td>0.369</td>
</tr>
<tr>
<td>Fires</td>
<td>-0.448</td>
<td>-0.465</td>
<td>0.452</td>
<td>0.464</td>
</tr>
<tr>
<td>Yacht</td>
<td>-0.587</td>
<td>-0.604</td>
<td>0.591</td>
<td>0.605</td>
</tr>
<tr>
<td>Wins</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4: Average Evidence Ordinal.

<table>
<thead>
<tr>
<th>Method</th>
<th>OR-L</th>
<th>OR-SE</th>
<th>MC-L</th>
<th>MC-SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>-0.138</td>
<td>-0.146</td>
<td>0.141</td>
<td>0.146</td>
</tr>
<tr>
<td>Iris</td>
<td>-0.138</td>
<td>-0.146</td>
<td>0.141</td>
<td>0.146</td>
</tr>
<tr>
<td>Thyroid</td>
<td>-0.174</td>
<td>-0.182</td>
<td>0.177</td>
<td>0.183</td>
</tr>
<tr>
<td>Wine</td>
<td>-0.312</td>
<td>-0.321</td>
<td>0.317</td>
<td>0.326</td>
</tr>
<tr>
<td>Wins</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5: Average Evidence Multi-class.

Tables 2 and 3 show the average test log-likelihood obtained by each method on the ordinal and multi-class datasets, respectively. The results of the best method on each dataset are displayed in bold. We have also underlined those results that are statistically equivalent to the best result according to a paired t-test. The bottom rows in these tables show the number of times that an ordinal regression model or a multi-class classifier obtains the best performance, where ties count a 1/2. Table 2 shows that the ordinal regression models obtain the best predictive performance on the ordinal regression datasets, as one would expect. Table 3 shows that the multi-class models perform best in the multi-class datasets Glass and Wine and are equivalent to the best solution in New Thyroid. By contrast, Iris is better described by the ordinal regression models. Iris is a classic dataset for linear-discriminant analysis, which works by projecting the data on the real line. Therefore, it is unsurprising that ordinal regression models perform better in this case.

Finally, tables 4 and 5 show the average EP estimate of the model evidence obtained by each method on the different ordinal and multi-class datasets, respectively. Again, the best results have been highlighted in bold and those statistically equivalent have been underlined. In this case, the EP estimate of the model evidence seems to be a less accurate metric for distinguishing the type of discrete labels (ordinal or multi-class) than the average test log-likelihood reported in tables 2 and 3. The reason for this is probably the fact that we are already maximizing this estimate with respect to the permutation σ and the GP hyper-parameters, which can lead to biased estimates that are incorrectly too high.

4 Conclusions

Identifying the type of data variables in arbitrary datasets is required for automatic statistical data analysis and model building [6]. As an initial approach to this problem, we have focused on distinguishing categorical data from ordinal data. Our solution fits ordinal regression and multi-class classification models to the data and then evaluates their quality of fit. However, a ranking of the class labels has to be specified in advance in standard ordinal regression models. To avoid this, we propose an exhaustive search procedure that automatically selects an optimal ranking of the available labels. Our experiments show that, when linear models are used, we can correctly identify the true ranking most of the times. However, the ranking recovery process is less accurate when non-linear models are used. These flexible models can learn complex functions that compensate for an incorrect ordering, decreasing the ability to identify the actual ranking. Two performance metrics to discriminate between ordinal and multi-class models are used: The average test log-likelihood (TLL) and the approximation of the model evidence (AME) returned by EP. While TLL can successfully identify the correct type (ordinal or categorical) of the data, AME fails to achieve this.
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